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Abstract—This paper considers distance adaptive dynamic routing and spectrum assignment (RSA) for elastic optical networks with shared backup path protection (SBPP). Efficient heuristic algorithms based on spectrum window planes (SWPs) are proposed for implementing distance and modulation format adaptive RSA so as to maximize spare capacity sharing among multiple protection lightpaths. A differentiated sharable frequency slot (FS) cost was also defined for the first time to more efficiently share protection resource. Network performance is evaluated in terms of bandwidth blocking probability (BBP) through simulations. The proposed SBPP technique is effective in reducing bandwidth blocking probability and improving spectral efficiency compared to conventional SBPP schemes and 1+1 path protection. The impact of transponder tunability on bandwidth blocking performance is also evaluated to show that a limited tuning range is sufficient to achieve a BBP performance close to that with full tunability.
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I. INTRODUCTION

T

R
ditional wavelength division multiplexing (WDM) networks adopt fixed-size bandwidth allocation per wavelength. This leads to capacity wastage when the traffic demand is less than the capacity of one wavelength. To overcome this issue, researchers have been working on next-generation optical transmission systems based on elastic optical transmission techniques such as Coherent Optical Orthogonal Frequency Division Multiplexing (CO-OFDM) [1]-[2]. An elastic optical network is more flexible in bandwidth allocation and uses the fiber spectrum more efficiently than a traditional WDM network. Networks of this type have been generating substantial research interest recently, with extensive studies dedicated to their design and performance evaluation [3]-[9].

Survivability is an important aspect for an elastic optical network that carries a large amount of traffic. Various protection techniques developed for traditional WDM networks can be extended to also protect this type of network. Among these techniques, shared backup path protection (SBPP) is considered promising because of its operational simplicity, fast restoration speeds, and high spare capacity sharing efficiency. SBPP is a failure-independent, path-oriented protection scheme where a protection route is predetermined and its required protection capacity is preplanned [10]. Multiple protection lightpaths can share the protection capacity if their corresponding working lightpaths do not share any common failures (e.g., link failures). However, the protection capacity is not cross-connected and a protection lightpath is made ready only when a failure on its corresponding working lightpath actually occurs.

Because of the above attractive features of SBPP, various studies have been done for SBPP elastic optical networks. These can be mainly divided into two categories, i.e., based on either the static or the dynamic lightpath traffic demand. For the case of static traffic demand, Kosaka et al. proposed an advanced RSA algorithm that employs a path relocation scheme and sets the cost of each shareable FS to be a uniform small value so as to maximally share protection capacity [11]. Shen et al. developed integer linear programing (ILP) models for the SBPP elastic optical network and evaluated its performance [12]. Moreover, the impacts of transponder tunability and bandwidth squeezed restoration (BSR) technique were evaluated. Other related works on the static traffic demand can also be found in [13][14]. For the case of dynamic traffic demand, Shao et al. proposed two protection capacity sharing policies, i.e., conservative sharing policy and aggressive sharing policy [15]. Tarhan et al. proposed a strategy called Primary First-Fit Modified Backup Last-Fit (PF-MBL) to reduce spectrum fragmentations and increase FS shareability [16].

All these studies have successfully incorporated two important and unique constraints for elastic optical networks, i.e., spectrum contiguity and spectrum continuity. The former requires all the FSs assigned to a lightpath to be spectrally neighboring. The latter implies that all the fiber links traversed by a lightpath must use the same set of frequency slots (FSs).

However, it is interesting to observe that no studies have looked into the limitations that may arise due to physical layer
impairments, even though these may force different modulation formats to be used by the working and protection lightpaths and may also require different numbers of FSs to be assigned to them. For the same node pair, a protection lightpath would normally be longer than its corresponding working lightpath. In that case, the protection lightpath may have to be assigned with a less spectrally efficient modulation format and may then require more FSs in order to achieve the same bandwidth as that of its corresponding working lightpath. Thus, for an SBPP elastic optical network, it is practical and necessary to also consider another important aspect, i.e., lightpath physical distance. We should adaptively assign different modulation formats and numbers of FSs to a pair of working and protection lightpaths between a common node pair, respectively. This is illustrated in the example of Fig. 1, where the pair of working and protection lightpaths use different modulation formats and are assigned different numbers of FSs because of the different physical distances associated with them.

It should also be noted that all the existing studies uniformly set a small cost for each sharable FS in order to achieve maximal spare capacity sharing. However, because the bandwidth of a protection lightpath consists of multiple FSs and since each sharable FS can be shared by different number of protection lightpaths, an identical cost for each sharable FS may not be the most efficient option to achieve the best network performance. Differentiating the cost of each sharable FS based on their sharing status may provide a better alternative. This has been proposed and evaluated by us in this paper.

It may also be noted that for protection lightpath establishment, the approach followed by almost all the studies break up routing and spectrum assignment into two independent steps [13][14][16]. Using the K-shortest path algorithm, they first compute multiple offline routes that can be used for establishing the protection lightpath. Then, from these routes, they choose the one with the best spectrum sharing to establish the protection lightpath. Though this simplifies the process of establishing the protection lightpath, this method of breaking up the routing and spectrum assignment steps cannot achieve maximal spectrum sharing between the protection lightpaths. A more advanced strategy that integrates the two needs to be explored to see if that can give even better spectrum sharing. However, this is still an open problem for SBPP elastic optical networks and has been considered for the first time by us in this paper.

Based on the current research status of SBPP elastic optical networks, this paper makes the following key contributions. First, when implementing RSA, we incorporate the physical distance difference between a pair of working and protection lightpaths to differentiate between their assigned modulation formats and numbers of FSs.

Second, rather than simply setting an identical small value as the cost of each sharable FS, we differentiate between them by setting the cost of each sharable FS as a function of the number of lightpaths that are sharing the FS; this is expected to provide better performance than the simplistic scheme based on an identical small cost.

Third, to maximize protection spectrum sharing, we develop an integrated RSA approach based on the concept of spectrum window planes (SWPs) to jointly choose the route and assign the spectrum for the lightpath.

A. Other related works

Apart from the research work reported on SBPP elastic optical networks, various related research have also been carried out for survivable elastic optical networks. These include link-based protection techniques, i.e., span restoration (SR) [17], p-Cycle [18][19], and ring cover [18] techniques. In addition to the SBPP technique, other path-based protection techniques include 1+1 dedicated path protection [20][21] and multipath provisioning [22][23]. Other related works on survivable elastic optical networks are also reported in [24][25].

The rest of this paper is organized as follows. In Section II, we introduce the distance adaptive SBPP and 1+1 path protection techniques for the elastic optical network. In Section III, we describe the heuristic algorithms for the SBPP and 1+1 path protection techniques which integrate routing and spectrum assignment. In addition, we investigate the impact of elastic transponder tunability on the flexibility of spectrum assignment. In Section IV, we present numerical results and analyze network performance. Section V concludes the paper.

II. DISTANCE ADAPTIVE SHARED BACKUP PATH PROTECTION AND 1+1 PATH PROTECTION

This section introduces the concept of SBPP in contrast to the usual 1+1 (dedicated) path protection technique in the context of the elastic optical network under the assumption that the working and protection lightpaths can be assigned with different sets of continuous FSs (i.e., using fully tunable transponders). A transponder is fully tunable means that it can change the number of FSs and modulation format of its supporting lightpath. With such an assumption, a pair of working and protection lightpaths can share a common transponder.

As shown in Fig. 1, when a link fails, both techniques can find a replacement path directly between the two end nodes of a working path. For example, if link (2-8) fails, working lightpath (0-2-8) is affected and a switch-over is carried out to direct affected working traffic onto a predefined route (0-3-6-8) for failure recovery. Similarly, if link (0-1) fails, working lightpath (0-1) is affected and a switch-over is carried out to direct affected working traffic onto a predefined route (0-3-1) for failure recovery.

In an elastic optical network that employs different modulation formats depending on the actual physical distance of a lightpath, the working and protection lightpaths may use different modulation formats and may be assigned with different number of FSs in order for them to support the same bandwidth. For example, to transmit the same bandwidth, the working lightpath between node pair (0, 1) is assigned with a higher level modulation format (e.g., 8QAM) and fewer FSs (e.g., 2 FSs) for its shorter distance and its corresponding protection lightpath is assigned with a lower level modulation format (e.g., QPSK) and more FSs for its longer...
distance. Similarly, to transmit the same bandwidth, the working and protection lightpaths between node pair (0, 8) may be assigned with the modulation formats of QPSK and BPSK and 2 and 4 FSs, respectively.

Under the 1+1 protection technique, to achieve 100% failure recovery, the protection capacity on each protection lightpath should be dedicated to protecting its corresponding working lightpath. Thus, as depicted in Fig. 1(a), 8 FSs (from 1 to 8) are reserved on the common link (0-3) that is shared by the two protection lightpaths. In contrast, the SBPP technique allows protection capacity sharing on the common links traversed by multiple protection lightpaths, as long as their corresponding working lightpaths do not share any common link. Since there is no common link shared by the working lightpaths (0-1) and (0-2-8), the protection capacity on common link (0-3) can be shared by their corresponding protection lightpaths under SBPP. This implies that only 4 FSs (from 1 to 4) should be reserved on (0-3) to guarantee full protection for the two working lightpaths provided that links (0-1) and (2-8) do not fail simultaneously.

![Fig. 1. Examples of distance adaptive SBPP and 1+1 path protection in elastic optical networks](image)

III. DISTANCE ADAPTIVE RSA HEURISTIC ALGORITHMS FOR SBPP ELASTIC OPTICAL NETWORKS

In this section, we focus on efficient heuristic algorithms for distance adaptive dynamic SBPP-based lightpath service provisioning. We assume that optical transponders are fully tunable so that the working and protection lightpaths can be assigned with different available contiguous FSs.

A. Preliminaries

We represent a general elastic optical network as \( G(V, E) \), where \( V \) is the set of nodes and \( E \) is the set of (bi-directional) fiber links between node pairs. A request is represented by \( CR(S, D, R) \), where \( S \) and \( D \) are the respective source and destination nodes and \( R \) is the bandwidth of the request.

We consider three modulation formats (i.e., BPSK, QPSK and 8QAM). Given a bandwidth \( R \), we can easily find the required numbers of FSs for a certain modulation format. The relationship is \( F \cdot B \cdot SE \geq R \), where \( F \) is the number of required FSs, \( B \) is the bandwidth of each FS in units of GHz, and \( SE \) is the spectrum efficiency (in units of bit/s/Hz) of the adopted modulation format. For BPSK, QPSK and 8QAM, the corresponding \( SEs \) are 1, 2, and 3 bit/s/Hz, respectively. These \( F \) FSs are required to be spectrally contiguous along a lightpath if the sub-band virtual concatenation technique is not allowed. Because a pair of working and protection routes normally has different distances, different modulation formats and number of FSs may be assigned to them.

For each modulation format, we assume a maximal optical reach as shown in Table I, in which the bandwidth of each FS is assumed to be 12.5 GHz and each row shows the FS capacity and transparent reach of each modulation format. BPSK has the longest transparent reach, but the lowest FS capacity. In contrast, 8QAM has the highest FS capacity, but the shortest transparent reach.

<table>
<thead>
<tr>
<th>Modulation Format</th>
<th>FS Capacity (Gbit/sec)</th>
<th>Transparent Reach (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK</td>
<td>12.5</td>
<td>4000</td>
</tr>
<tr>
<td>QPSK</td>
<td>25</td>
<td>2000</td>
</tr>
<tr>
<td>8QAM</td>
<td>37.5</td>
<td>1000</td>
</tr>
</tbody>
</table>

For the heuristic algorithm, we introduce the concept of spectrum window (SW) as in [27], which is made up of a certain number of continuous FSs. The size \( F \) of an SW may vary according to different user bandwidth requests. In the example of Fig. 2, assume a fiber has 27 FSs. If \( F=5 \), then the size of SW is five, and there are 23 SWs (i.e., SW0-SW22) in the fiber link.

![Fig. 2. Spectrum windows (SWs) in a fiber link](image)

Based on the concept of SW, we then define a concept called spectrum window plane (SWP) as shown in Fig. 3. SWP is similar to the concept of waveplane [28] in the traditional WDM network. In a WDM network, each waveplane corresponds to a specific wavelength. Likewise, in an elastic optical network, each SWP corresponds to an SW. For each \( F \)-slot SWP, we use startindex and endindex to denote the index of its starting and ending FSs, respectively. For example, in Fig. 3 plane 0 corresponds to SW0, its startindex=0 and endindex=4.

1 It should be noted that we are employing a simplified model to decide the transparent reach for each lightpath based on the physical transmission distance. The proposed schemes can also be made to work with more advanced physical-layer transmission models if there are any. In addition, the data in the table is only test purposes. The approaches proposed in the paper are general enough to support any transparent reach data that may be available.
To establish a pair of working and protection lightpaths, we first need to find a pair of eligible working and protection routes on SWPs. If such a pair of routes can be found, the working and protection lightpaths can be established on corresponding SWPs by using the spectra of the SWPs. We divide the RSA algorithm for distance adaptive SBPP elastic optical networks into two steps, i.e., establishing the working and protection lightpaths subsequently. If a working lightpath cannot be successfully established, we will not subsequently search for a protection route.

B. RSA for working lightpath

We use two variables \( w_{\text{route}} \) and \( w_{\text{index}} \) to record the information of the working route and the starting FS index of the working lightpath, respectively. Next we introduce the detail of the RSA algorithm for the working lightpath below.

**Algorithm 1 RSA for working lightpath**

**Input:** \( CR(S, D, R) \)

1. for each modulation format (MF) with a specific SE (from 8QAM to BPSK in Table I) do
   2. Decide the number of FSs for each SWP based on the modulation format as \( F = \left\lceil \frac{N_{SE}}{R} \right\rceil \).
   3. Create a corresponding list of SWPs, of which each has \( F \) FSs;
   4. Remove all the links from each of the SWPs if corresponding SWs are not available, i.e., not all the \( F \) continuous FSs are free;
   5. for each SWP (from the lowest to highest index) do
      6. Use Dijkstra’s algorithm to find a shortest route \( R_s \) in hops;
      7. if \( R_s \) is found and the total distance of \( R_s \) is shorter than the transparent reach of the current MF then
         8. if \( w_{\text{route}} = \text{NULL} \) then
            9. \( w_{\text{route}} \leftarrow R_s, w_{\text{index}} \leftarrow \text{startindex of current SWP}; \)
         else
            10. if the hop length of \( R_s \) is smaller than that of \( w_{\text{route}} \) then
                11. \( w_{\text{route}} \leftarrow R_s, w_{\text{index}} \leftarrow \text{startindex of current SWP}; \)
        end if
    end if
   end for
   end index

In the above algorithm, we consider all possible modulation formats from 8QAM to BPSK. For each of the modulation format, we decide the required number of FSs, \( F \), using \( F = \left\lceil \frac{N_{SE}}{R} \right\rceil \). We create a list of SWPs, of which each contains \( F \) continuous FSs. We then remove all the SW links on each of the SWPs if any FS in the SW link has been used. Next we search for a route on each of the SWPs and if the distance of the found route is shorter than that of the transparent reach of the current modulation format, then the route is considered eligible. For each of the modulation formats, all the SWPs will be scanned to choose the shortest eligible route in hops (i.e., the LC strategy). If an eligible route is found for the current modulation format, we will terminate the searching process and assign the spectrum of the current SWP to the working lightpath. The request will be blocked if no eligible working route can be found after scanning all the modulation formats.

C. RSA for protection lightpath

If a working lightpath can be successfully established, we next search for an eligible protection route with the lowest cost. For this, two key aspects are considered, i.e., (a) deciding whether an SW link is available for the protection lightpath and (b) calculating the cost of each available SW link.

Because an SW link contains multiple FSs, it is considered available for a protection lightpath only if all the contained FSs are available for the protection lightpath. Under SBPP, there are two situations for an FS to be available for a protection lightpath: (1) the FS is free; or (2) the FS is sharable for the protection lightpath subject to the condition that the working lightpaths of all the protection lightpaths that share the FS do not share any common link. In both these cases, we must first ensure that the link containing the FS is not traversed by the working lightpath; this is required to ensure that the working and protection lightpaths are link-disjoint in nature; otherwise, all the FSs on the link should not be used for protection lightpath establishment.

In the conventional SBPP scheme, a uniform small cost is typically set for each sharable FS in order to maximally share protection capacity [11]. However, the usage or sharing status of each FS in an SW can be different. Thus, an identical cost for each sharable FS may not be the most efficient option to achieve the best network performance. We propose to differentiate the cost of each sharable FS according to their shared status by protection lightpaths, given by equation (1).

\[
C_{SW} = \sum_{i=1}^{F} C_i
\]

where \( C_i \) is the cost of the \( i \)-th FS given by equation (2).

\[
C_i = \begin{cases} 
1, & \text{if FS is free} \\
1/(m+1), & \text{if FS is sharable}
\end{cases}
\]

where \( m \) is the number of protection lightpaths that are sharing the FS. If an FS is free, this cost is set to be 1.0, and if it is sharable, the cost is set to be inversely proportional to the number of protection lightpaths that are sharing the FS. It is expected to be more efficient to assign a smaller cost to an FS if it is shared by more protection lightpaths.

Knowing how to decide the availability of each SW and to calculate its associated cost, we next present the RSA algorithm for the protection lightpath. We use two variables \( p_{\text{route}} \) and \( p_{\text{index}} \) to record the information of the protection route and the starting FS index of the protection lightpath, respectively.

**Algorithm 2 RSA for protection lightpath**

**Input:** \( CR(S, D, R) \), \( w_{\text{route}} \)

1. for each modulation format (MF) with a specific SE (from 8QAM to BPSK in Table I) do
   2. Decide the number of FSs for each SWP based on the modulation...
The above algorithm is very similar to the RSA algorithm for the working lightpath, except for the following two aspects. First, for the protection lightpath, the conditions of removing an SW link from its corresponding SWP are: (a) it is traversed by the working lightpath or (b) any one of the contained FSs is used and not sharable. Second, for the protection lightpath, the SW link cost is calculated by equations (1) and (2), instead of simply the hop number as for the working lightpath.

Though extended from the traditional waveplane-based algorithm for a WDM network, the SWP-based algorithm does have important differences. First, the number of waveplanes is fixed for a given WDM network with a certain number of wavelengths. In contrast, the number of SWPs is not fixed and will depend on the required bandwidth (in Gb/s) between each node pair and the chosen route for lightpath establishment. For an elastic optical network with $M$ FSs per fiber, there are $M - x + 1$ SWPs for a lightpath with $x$ FSs. Note that $x$ is different for different node pairs and different lightpath routes. Second, for the protection lightpath, each shared FS has different costs, which is also different from the cost of each shared wavelength in the WDM network. Thus, overall the proposed SWP-based algorithm is more complicated and needs to consider the relevant aspects carefully.

D. Complexity analysis

The pseudocode of the SBPP RSA heuristic algorithm is shown in Algorithms 1-2. In Algorithm 1, line 4 removes all unavailable SW links on each SWP, whose computational complexity is $O(WM)$, where $W$ is the total number of FSs in each fiber link and $M$ is the total number of links in a network. We note that the complexity of lines 5-17 is dominated by the complexity of the shortest path searching algorithm in line 6.

With the possibility of scanning all the SWPs, its computational complexity is $O(WN^2)$, where $N$ is the total number of network nodes. Thus, the overall computational complexity of lines 2-20 is $O(WM + WN^2)$. Meanwhile, we are considering multiple types of modulation formats in the for-loop in line 1. As a result, the overall computational complexity of Algorithm 1 is $O(TW(M + N^2))$, where $T$ is the total number of available modulation formats. In Algorithm 2, the link cost calculation in line 7 is an additional step to Algorithm 1, whose computational complexity is $O(WM)$. Thus, the computational complexity of lines 6-19 is $O(2WM + WN^2)$ and the overall computational complexity of Algorithm 2 is also $O(TW(2M + N^2))$.

E. Discussion

LC vs. FF strategy: In the RSA algorithms for both the working and protection lightpaths, we have applied the LC strategy, i.e., scanning all the SWPs to choose the best eligible route. For a faster solution, we may alternatively apply the FF strategy that stops scanning the remaining SWPs once an eligible route is found.

Transponder tunability: Depending on the tunability of optical transponders at the two end nodes of a lightpath, the starting FS indexes of the working and protection lightpaths can be also different. In this study, we will consider three cases: (1) without tunability, which requires the starting FS indexes of working $w_{\text{index}}$ and protection $p_{\text{index}}$ lightpaths to be the same, i.e., $w_{\text{index}} = p_{\text{index}}$; (2) full tunability, which allows the working and protection lightpaths to have fully different starting FS indexes; (3) partial tunability, which requires the starting FS index difference of the working and protection lightpaths to fall within a certain tuning range $d$, i.e., $|w_{\text{index}} - p_{\text{index}}| \leq d$.

IV. PERFORMANCE EVALUATIONS AND RESULT ANALYSES

We first compare the performance of the proposed heuristic algorithm with that of an integer linear programing (ILP) model that is specifically developed for the algorithm performance evaluation purpose. After convincing the efficiency of the proposed algorithm for the static lightpath traffic demand, we then consider to evaluate its benefit under dynamic lightpath traffic demand, under which we compare performance between different approaches and evaluate the impact of transponder tunability.

A. Performance comparison between proposed algorithm and ILP model

To evaluate the optimality and efficiency of the proposed heuristic algorithm, we first consider the scenario of static traffic demand and compare its performance with an ILP model developed for performance evaluation purposes. With a static traffic demand, no lightpath services would be released and the performance criterion used for performance evaluation is based on the maximal number of FSs required to accommodate all the lightpath demand units in the entire network. In addition, the ILP model was extended from that in [12], in which the constraints of transmission distance and modulation format are specifically taken into account. Note however that due to the
page limit and because it is not the focus of this study, we do not present the model in the paper; readers can refer to our online file at [29].

Under the static lightpath demand, we assume that there is one bandwidth request between each node pair, which is uniformly distributed within a range from 10 Gb/s to 400 Gb/s. We employ the proposed SWP heuristic algorithm to provision bandwidth between each node pair that supports SBBP protection. In addition, as per the observations from our previous study in [27], the performance of the demand serving algorithm is closely related to the sequence of served node pairs. We shuffle the node pair list many times (100 times in this study), and then for each shuffled node pair list, we run the heuristic algorithm to obtain the required number of FSs, $F_S_i$; we finally compare these obtained $F_S_i$ to choose the one with the smallest number, i.e., $F_{S_{min}} = \min_i(F_S_i)$.

In the ILP model, the working lightpath is established along the shortest route $R_w$ between a pair of nodes, and the corresponding protection lightpath is established on one of the K-shortest routes that are link-disjoint from $R_w$. We considered all the link-disjoint K-shortest routes for our performance evaluation. We have employed the commercial software AMPL/Gurobi (version 5.0.0) [30] to solve the ILP model.

Table II compares the final required number of FSs in the entire network for the two test networks, i.e., the ns68 and COST239 networks as shown in Fig. 4. The MIPGAPs for the ILP solutions were set to be 1% and 3% for the two test networks, respectively. We were unable to obtain the ILP result for the NSFNET network because of the large size of the problem. In the table, we can see that the required numbers of FSs by the two schemes are very close with one-FS differences, which therefore implies the efficiency of the proposed heuristic algorithm.

**TABLE II**

<table>
<thead>
<tr>
<th>Test network</th>
<th>Number of required FSs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed algorithm</td>
</tr>
<tr>
<td>ns68</td>
<td>70</td>
</tr>
<tr>
<td>COST239</td>
<td>49</td>
</tr>
</tbody>
</table>

B. Test conditions for the simulation of dynamic traffic demand

A dynamic lightpath traffic model is assumed in this study. Specifically, lightpath requests arrive according to a Poisson arrival process and their holding times follow a negative exponential distribution. When a lightpath service is released, we set all the FSs used by the working lightpath to be free and also check each of the protection FSs shared by the protection lightpath. If there is no protection lightpath sharing the FS after releasing the current protection lightpath, we will set the FS to be free; otherwise, we remove the protection lightpath from the list of lightpaths that are sharing the FS. A total of $10^6$ lightpath arrival requests were simulated for calculating the bandwidth blocking probability ($BBP$). We set the required bandwidths uniformly distributed within a range from 10 Gb/s to 400 Gb/s. When a request is blocked, the bandwidth demanded by that request fails to get provisioned. Let $AR$ represent the set of all arrival requests and $BR$ represent the set of all blocked requests. Let $a_k$ be the bandwidth required by the $k^{th}$ arrival request in $AR$. Then, as an important evaluation criterion, $BBP$ is defined by (3).

$$BBP = \frac{\sum_{k \in BR} a_k}{\sum_{k \in AR} a_k}$$

where the numerator sums all the blocked bandwidth and the denominator sums all the arrival bandwidth.

We consider two test networks: (i) the 14-node, 21-link NSFNET network and (ii) the 11-node, 26-link COST239 as shown in Fig. 4. The distance of each link (in km) is shown by the link. We assume that there are 400 FSs in each fiber link in both of the networks with the bandwidth granularity of each FS being 12.5 GHz. In addition, three modulation formats (i.e., BPSK, QPSK, and 8QAM) are assumed to be used for both the working and protection lightpaths.

For performance comparison, we have also evaluated the fixed routing (FR) 1+1 path protection and SBPP techniques. For fixed routing SBPP, we pre-calculate a set of fixed link-disjoint working and protection routes offline, and then choose a pair of routes from the set that can be used to establish the working and protection lightpaths. Specifically, we first find the shortest eligible working route to establish the working lightpath and then based on this working route find an eligible protection route that is link-disjoint from the working route to establish the protection lightpath. Here to choose a protection route, we may adopt either the FF or the LC modes. For the FF mode, we scan the list of protection routes (link disjoint from
the working route) to choose the first eligible one for protection lightpath establishment. In contrast, for the LC mode, we choose a route that has the lowest cost for protection lightpath establishment. Once a pair of link-disjoint routes is decided, we assign suitable modulation formats to them, and use them to provision SBPP services allowing protection FS sharing on the protection route. Fixed routing 1+1 path protection is just a special case of the previous fixed route SBPP without spare capacity sharing on the protection lightpaths.

C. Performance comparison of SBPP under different sharable FS cost settings

The usage or sharing status of each FS in an SW can be different. Thus, an identical cost for each sharable FS may not be the most efficient option to achieve the best network performance. We propose to differentiate the cost of each sharable FS according to their shared status by protection lightpaths. Fig. 5 shows the results of the SBPP algorithm (i.e., Algorithms 1 and 2) with a uniform sharable FS cost (a very small value) and differentiated sharable FS cost (computed by (1) and (2)). In the legend, “Uniform” corresponds to the case of the uniform FS cost and “Differentiated” corresponds to the case of the differentiated FS cost. We can see that overall the BBP increases with the increase of network traffic load, and comparing the two cost settings, it is effective to consider the usage or sharing status of each FS when searching for a protection route. The differentiated cost can achieve a lower BBP than that of the uniform cost. Specifically, for the NSFNET network, the differentiated cost can maximally reduce BBP by 30% and for the COST239 network, the reduction of BBP is up to 46%. This result is reasonable since a smaller FS cost will be assigned when more protection lightpaths are sharing it, and this will encourage more future lightpaths to share this FS. From the spectrum usage efficiency point of view, we are trying to use those used FSs as much as possible, and therefore can avoid or postpone using free FSs for protection lightpath establishment.

It is interesting to see that the COST239 network shows more BBP improvement than the NSFNET network. This is attributed to the different connectivity of the two networks. COST239 has a higher average nodal degree, and therefore has more opportunities for spare capacity sharing. An FS is shared by more protection lightpaths, which corresponds to a larger $m$ in (2). The larger the number of sharing protection lightpaths, the usage or sharing status of each FS has more differences. A uniform cost of a sharable FS cannot distinguish such differences, while (2) can better account for the differences of sharing status between different FSs. This benefit becomes more in a network with a higher average nodal degree. Thus, the BBP improvement is stronger in a network with a higher connectivity.

D. Performance comparison among SBPP and 1+1 schemes

In this section, we evaluate the performance of the proposed SWP-based SBPP algorithm in comparison with the fixed routing SBPP algorithm in [13][14][16] and 1+1 dedicated path protection. In the result figures, we use “SBPP_SWP” to represent the case of the SWP-based SBPP algorithm, “SBPP_FR” to represent the case of the fixed routing SBPP algorithm, and “1+1_FR” to represent the case of the fixed routing 1+1 path protection algorithm. In addition, we use “LC” and “FF” to represent the least cost and first fit strategies, respectively.

---
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The proposed SWP algorithm makes only one pass within a node pair. The LC strategy, on the other hand, requires multiple passes. This highlights the reason why the LC strategy performs better in the COST239 network.

E. Impact of transponder tunability

To evaluate the effect of transponder tunability, we evaluate bandwidth blocking performance with the increase of transponder tuning degree $d$. Fig. 7 shows bandwidth blocking probability for the cases of the SBPP SWP-based algorithm (with the LC strategy). We can see that as the tuning range increases, the bandwidth blocking probability decreases. This is attributed to the fact that a larger tuning range allows establishment of protection lightpaths on more different SWPs. In addition, we also observe a saturation phenomenon, i.e., when the tuning range reaches a certain value, further increase of the tuning range would not significantly improve the bandwidth blocking probability. We can see that for NSFNET, the saturated tuning degree is in the region of $d=320$, and for COST239, the saturated tuning degree is in the region of $d=240$. Based on the above observation, an important implication can be made that a cheaper tunable transponder with a lower tunability may be sufficient to achieve a performance close to that of an expensive fully tunable transponder.

In addition, we notice that COST239 shows to have a lower saturated tuning degree than NSFNET. Again this is attributed to the higher average nodal degree of COST239. In a network with a higher average nodal degree, there are more candidate routes between each pair of nodes. A larger number of routes increase the opportunity of finding an eligible protection lightpath whose starting FS index is close to that of its corresponding working lightpath. Thus, a smaller tuning degree is needed.

![Bandwidth blocking probability comparison between different approaches](chart)

Fig. 6. Bandwidth blocking performance comparison between different approaches: SBPP, SWP vs. 1+1, FR (FR: fixed routing; FF: first fit; LC: lowest cost)

![Bandwidth blocking probability change with increasing tuning degree](chart)

Fig. 7. Bandwidth blocking probability change with an increasing transponder tunability (TL: Traffic load per node pair in Erlang)
V. CONCLUSIONS

We consider distance adaptive dynamic routing and spectrum assignment for elastic optical networks under SBPP. An SWP-based RSA algorithm was proposed to efficiently establish working and protection lightpaths, in which a differentiated sharable FS cost was defined for the first time. Through simulation studies, we find that proposed SWP-based RSA algorithm can significantly improve BBP compared to the conventional FR RSA algorithm and 1+1 path protection. In addition, we see the benefit of using a differentiated sharable FS cost compared to the uniform FS cost in the SWP-based algorithm, i.e., the former can achieve better blocking performance than the latter. We also compared the LC and FF strategies to see that the former outperforms than the latter at the cost of longer computation times. Finally, our results show that a tunable transponder with a wider tuning degree $d$ can achieve a lower BBP as expected, and more interestingly, a limited transponder tuning range is sufficient to achieve a good BBP close to that of a fully tunable transponder.

Based on this work on the SBPP EON, subsequent interesting research work could include the signal regeneration, traffic grooming, and protection lightpath defragmentation issues. We plan to do this in our future research work. Specifically, when considering regeneration, the placement and sharing of regenerators will be an important problem. For the traffic grooming aspect, how to efficiently groom the protection capacity in an electronic layer onto a common protection lightpath will be a challenging problem. Finally, the spectrum defragmentation scheme can be extended to the protection lightpath to enhance SBPP lightpath blocking performance.
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